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A magnetic order can be completely suppressed at zero temperature (T), by doping carriers or applying
pressure, at a quantum critical point, around which physical properties change drastically. However, the
situation is unclear for an electronic nematic order that breaks rotation symmetry. Here, we report nuclear
magnetic resonance studies on NaFe1−xCoxAs where magnetic and nematic transitions are well separated.
The nuclear magnetic resonance spectrum is sensitive to inhomogeneous magnetic fields in the vortex state,
which is related to London penetration depth λL that measures the electron mass m�. We discovered two
peaks in the doping dependence of λ2LðT ∼ 0Þ, one at xM ¼ 0.027 where the spin-lattice relaxation rate
shows quantum critical behavior, and another at xc ¼ 0.032 around which the nematic transition
temperature extrapolates to zero and the electrical resistivity shows a T-linear variation. Our results
indicate that a nematic quantum critical point lies beneath the superconducting dome at xc where m� is
enhanced. The impact of the nematic fluctuations on superconductivity is discussed.
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In the high transition-temperature (Tc) superconducting
cuprates or iron pnictides, superconductivity adjoins a
magnetically ordered phase [1,2]. With increasing carrier
doping or externally applied pressure to a parent phase, the
magnetic order is suppressed and a superconducting phase
emerges. The magnetic order temperature TN goes to zero
before superconductivity appears or extrapolates to zero at
a point inside a superconducting dome. Around the ending
point of TN ¼ 0, namely, a quantum critical point (QCP),
many anomalous physical properties due to the associated
quantum fluctuations have been revealed by various exper-
imental methods [3–6]. A magnetic QCP is considered by
many a key to understanding the mechanism of high-Tc
superconductivity [7]. For example, the electron pairing
strength is believed to be enhanced by the magnetic
quantum fluctuations [8].
In iron pnictides, in addition to the magnetic order,

there also exists an electronic nematic order that breaks
rotation symmetry, setting in at the tetragonal-to-
orthorhombic structural transition temperature Ts or even
above [5,9–11], which has attracted much attention
recently. It was proposed that such nematic order may
stem from the electronic orbital degree of freedom, in
addition to the spin degree of freedom [12–14]. Thus, the
electronic nematicity points to a new frontier of condensed
matter physics [15,16] and may also hint at a possible new
route to high-Tc superconductivity [17–19]. Although
some anomalous physical properties such as temperature
(T)-linear electrical resistivity or diverging nematic sus-
ceptibility behavior can be understood as being due to

nematic quantum fluctuations at high temperatures
[6,12,20], a direct evidence for a nematic QCP inside
the superconducting dome is still lacking.
If a QCP is indeed hidden inside the dome, it would

manifest itself in some physical quantities that describe the
zero-T-limit properties. London penetration depth λL is
determined by the superfluid density n and the effective
mass m� of carriers responsible for superconductivity [21],
and λLðT ¼ 0Þ can be a good tool for probing a hidden
QCP. This is because many experiments indicated that m�
can be enhanced due to quantum fluctuations [4,22,23]. In
the cuprate superconductor YBa2Cu3O6þδ, as the magnetic
QCP is approached from the underdoped side,m� increased
by a factor of 3 [22]. In the isovalent-doped Fe-based
superconductor BaFe2ðAs1−xPxÞ2, a sharp peak of λLð0Þ
was indeed found at the optimal doping concentration
x ¼ 0.3, which was attributed to an antiferromagnetic QCP
[4]. Quantum oscillation measurements confirmed that
upon decreasing x from 0.8 to 0.3, m� is doubled [23].
In the iron pnictides, the putative magnetic QCP and

electronic nematic QCP are usually close by or even
indistinguishable, which hindered the progress of exper-
imental investigations on the later. NaFe1−xCoxAs is an
exceptional system [24] whose Ts is about 10 K higher than
TN in the parent undoped compound. With Co doping, TN
is suppressed much more rapidly than Ts. The difference
between the two transitions increases to 20 K at x ¼ 0.018
[11]. In the orthorhombic phase, electronic nematicity was
visualized in the parent compound by scanning tunneling
microscopy [9], and both orbital and spin nematicity were
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observed above Ts by nuclear magnetic resonance
(NMR) [11].
The Co-doping concentration to obtain the highest Tc is

only ∼2.7%, that is, much smaller than any other systems
[24]. As demonstrated by the much narrower 75As-NMR
lines [25], the doping-induced disorder in the FeAs plane,
which is usually harmful to a QCP, is much less compared
to other systems. These advantages provide one a unique
opportunity to explore a nematic QCP and its influence on
the physical properties.
In this Letter, through 23Na NMR spectrum measure-

ments, we present a detailed study of λ2LðT ∼ 0Þ in
NaFe1−xCoxAs (0.0089 ≤ x ≤ 0.056). The single crystals
were grown by the self-flux method [9]. Experimental
details can be found in Ref. [11]. The Co content x was
checked by the 23Na-NMR Knight shift (see Fig. S1 [25]).
The 23Na NMR spectra were obtained by fast Fourier
transform of the spin echo. We find two peaks in the doping
dependence of λ2LðT ∼ 0Þ, one at xM ¼ 0.027, and the other
at xc ¼ 0.032.
In the vortex state, the magnetic field B0 penetrates

into a sample in the unit of quantized flux ϕ0 ¼
2.07 × 10−15 Tm2, so the field becomes inhomogeneous.
For Bc1 ≪ B0 ≪ Bc2, where Bc1 and Bc2 are the lower and
upper critical field, respectively, the field distribution △B
can be written as [36]

ΔB ¼ 0.0609
ϕ0

λ2L
; ð1Þ

which can be detected by the 23Na- or 75As-NMR spectrum
broadening Δf ¼ γn△B, where γn is the gyromagnetic
ratio. In our case, Bc1 < 0.005 T and Bc2 > 44 T for
0.02 < x < 0.05 [37]. The 23Na-NMR spectrum is much
narrower than that of 75As-NMR [38], and thus has a higher
resolution for determining λL.
Figure 1 shows the 23Na-NMR spectra for various

samples, and the T dependence of the spectrum for
x ¼ 0.032. In the normal state, the spectrum is well fitted
by a single Lorentz function with a full width at half
maximum (FWHM) of about 4 kHz at B0 ¼ 12 T. The
almost samewidth is obtained for other samples [25], which
indicates high sample quality. In the superconducting state,
the spectrum is broadened nearly symmetrically and is also a
Lorentzian [25]. Since the FWHM of a convolution of two
Lorentzian functions is the sum of individual FWHMs, the
broadening can be obtained by simply subtracting the T-
independent width, Δf¼FWHMðTÞ-FWHMðT>TcÞ [25].
Theoretically, the field distribution due to the vortex-

lattice formation should introduce an asymmetric broad-
ening so that a “Redfield pattern” will be observed.
However, such a pattern is seldom seen in correlated
systems except for limited examples [39–42]. In the current
case, no clear Redfield pattern is observed down to
B0 ¼ 3 T. The symmetric line shape is likely due to
flux-line oscillations along the c axis which creates a
vortex-lattice disorder between different layers [43].

Indeed, a symmetric magnetic-field distribution was
observed in Bi2Sr2CaCu2O6 by muon spin rotation and
explained by such “disordered fluxon model” [44].
In order to experimentally demonstrate that Eq. (1) is

indeed valid, we show the shift and Δf at various fields in
Fig. 2. A field-independent Δf is clearly seen as expected
by the London theory for B0 > Bc1, indicating that the
broadening is indeed caused by the vortices. Additional
evidence for the broadening stemming from the vortex
lattice is that the shift is progressively reduced with a
decreasing field. Such diamagnetism is solid evidence for
vortex-lattice formation. The diamagnetic shift 23KdiaðB0Þ
is also related to λL as [45]

23K ¼ 23K0 þ 23KdiaðB0Þ

¼ 23K0 − ð1 −DÞ ϕ0

8πλL
2B0

ln

�
4πβ2

e
ffiffiffi
3

p Bc2

B0

�
; ð2Þ

(a) (b)

FIG. 1. (a) The 23Na spectra for 0.022 < x < 0.056 in the normal
state (T ¼ 25 K) at B0 ¼ 12 T. (b) Typical temperature evolution
of the 23Na spectra for the x ¼ 0.032 sample at B0 ¼ 12 T.

FIG. 2. Field dependence of 23K and line broadening Δf ¼
FWHMðT ¼ 4.2 KÞ-FWHMðT ¼ 25 KÞ for the x ¼ 0.037 sam-
ple. Solid curve is a fitting to Eq. (2) by taking D ¼ 0.8. The
dashed line is a guide for the eyes.
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where D is the demagnetization factor which is 0.8 for
x ¼ 0.037 [46], and β ¼ 0.38 for triangular lattice. It has
been shown previously that 23K is T independent below
100 K, although 75K is strongly T dependent [38], which is
confirmed by our measurements. This result indicates that
the contribution from spin susceptibility to 23K is negli-
gible. Then we fitted 23K to Eq. (2) and obtained λL ¼
0.35� 0.03 μm and Bc2 ¼ 60� 20 T. Such obtained λL is
in fair agreement with λLð0Þ ¼ 0.367 μm obtained from
Eq. (1) (see below). The deduced Bc2 is also consistent with
the previous report of Bc2 > 44 T [37]. For x ¼ 0.03 at
B0 ¼ 4 T, we have also confirmed that 23K becomes
negative (∼ − 30 ppm) [25]. All these assure that Eq. (1)
is applicable.
Figure 3 shows the T dependence of the FWHM. For all

samples, the broadening saturates below Tsat ¼ 0.2–0.4 Tc,
indicating a fully opened superconducting gap, which is
consistent with the ARPES result [47,48]. Then, λ2Lð0Þ is
obtained according to Eq. (1) using the data below Tsat,
with the results summarized in Fig. 4(a). The results
obtained at B0 ¼ 4 T for x ¼ 0.03 and 0.037 agree well
with those at B0 ¼ 12 T [25], which again assures that
Eq. (1) is valid for our case. The three data points in the
figure previously reported by muon spin rotation [49] and
by surface impedances [50] measurements are in good
agreement with our data.
A peak is observed in the doping dependence of λ2Lð0Þ at

xM ¼ 0.027. In addition, and most remarkably, an even
higher peak is observed at xc ¼ 0.032. A possibility of
mesoscopic phase separation that might be responsible for
an enhancement of λ2Lð0Þ [51] can be ruled out, as the NMR
linewidth at T ¼ 25 K shows no anomaly at x ¼ 0.027 and
0.032 (see Fig. S9 in the Supplemental Material [25]).
In a clean single crystal, λ2Lð0Þ is related to the electron

mass as [21]

λ−2L ð0Þ ¼ μ0e2
X
i

ni=m�
i ; ð3Þ

(a) (b) (c)

(d) (e) (f)

FIG. 3. Temperature dependence of the full width at half maximum (FWHM) of the 23Na-NMR spectra for various doping
concentrations. The arrow indicates Tc at B0 ¼ 12 T.

(a)

(b)

FIG. 4. (a) x dependence of the squared London penetration
depth λ2Lð0Þ. For x ¼ 0.027, 0.03, and 0.032, two samples were
measured. The sample indicated by no. 1 in Fig. 3 corresponds to
a larger λ2Lð0Þ. The red diamonds and triangle are from previous
reports by other methods [49,50]. The curve is a guide to the eyes.
(b) The obtained phase diagram of NaFe1−xCoxAs. The TN and
Ts are obtained from the previous NMR spectra [11]. AF and SC
denote antiferromagnetic ordered and superconducting phase,
respectively. Ortho and tetra denote the orthorhombic and
tetragonal crystal structure, respectively. The parameter θ is
obtained from the 1=T1cT data (see text).
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where μ0 is the vacuum magnetic permittivity, e is the
electron charge, m�

i and ni are, respectively, the effective
mass and the superconducting carriers density in band i.
Therefore, a peak of λ2Lð0Þ is an indication of strong
enhancement of the effective mass m�, as ni changes
monotonically with x [25]. In BaFe2ðAs1−xPxÞ2, a peak
in λ2Lð0Þ was found and attributed to the existence of a
magnetic QCP [4], although theoretical interpretation was
controversial [51–54]. As we elaborate below, the first peak
indicates that a magnetic QCP lies beneath the super-
conducting dome at xM ¼ 0.027, while the higher peak
indicates that an electronic nematic QCP lies beneath the
dome at xc ¼ 0.032.
We measured the spin-lattice relaxation rate 75ð1=T1cÞ

with the magnetic field B0 along the c axis. The
quantity 75ð1=T1cTÞ consists of two contributions,
75ð1=T1cTÞ ¼ 75ð1=T1cTÞAF þ 75ð1=T1cTÞintra, where the
former represents the contribution from antiferromagnetic
spin fluctuations and the latter from an intraband effect
[6,55]. The 75ð1=T1cTÞAF follows a Curie-Weiss behavior
b=ðT þ θÞ, as expected for a two-dimensional system near
a magnetic QCP [56]. The 75ð1=T1cTÞintra is due to the
density of states at the Fermi level, which is related to the
spin Knight shift Ks according to the Korringa relation
[57]. As shown in Fig. 5(b), the Knight shift can be fitted by
75K ¼ 75K0 þ 75K1 expð−Eg=kBTÞ, where 75K0 is a con-
stant and 75K1 is a T-dependent spin Knight shift. Then we
can fit the data by 75ð1=T1cTÞ ¼ aþ b=ðT þ θÞ þ c
expð−2Eg=kBTÞ to deduce θ as have been done in
BaFe2−x½Co;Ni�xAs2 [6,55]. The obtained parameter θ is
plotted in Fig. 4. The value of θ is almost zero for
xM ¼ 0.027, which means that the staggered susceptibility
is governed by a magnetic QCP to become diverging at
T ¼ 0 [56]. In order to see this more visually, we plot
75ð1=T1cÞAF in Fig. 6. For xM ¼ 0.027, 75ð1=T1cÞAF is
almost T independent, which intuitively demonstrates that
the system shows a quantum critical behavior. The T-linear
resistivity supports this conclusion (see Fig. S12 in the
Supplemental Material [25]). We emphasize that 1=T1 and
the resistivity are high-T fingerprints of the magnetic QCP,
while the peak of λ2Lð0Þ is the direct evidence of QCP at the
zero-T limit. In passing, we note that the previous result on
BaFe2ðAs1−xPxÞ2 [4] has created theoretical debates on its
interpretation [51–54]. Chowdhury et al. warned that a
phase separation could give rise to a decrease of superfluid
density, thereby resulting in an increasing of λ2Lð0Þ [51].
This was indeed the case in the LaFeAsO1−xFx system [58],
where phase separation was made evident by nuclear
quadrupole resonance measurements [59]. However, as
mentioned above, no indication of phase separation was
seen in our samples by 23Na or 75As NMR spectra [11,25].
Our result therefore indicates that indeed a magnetic QCP
can give rise to mass enhancement.
On the other hand, xc ¼ 0.032 is clearly far from

xM ¼ 0.027, and thus the mass enhancement there is not

related to the magnetic QCP. We note that Ts extrapolates
to zero around xc ¼ 0.032 [11], at which the electrical
resistivity also shows a good T-linear behavior up to T ¼
110 K (see Fig. S12 in the Supplemental Material [25]).

(a)

(b)

FIG. 5. (a) T dependence of 75ð1=T1cTÞ for various
NaFe1−xCoxAs. The dashed curves are a fit of 75ð1=T1TÞ to
75ð1=T1TÞ ¼ aþ b=ðT þ θÞ þ c expð−2Eg=kBTÞ (see text),
with the obtained θ plotted in Fig. 4. (b) T dependence of 75K
for various NaFe1−xCoxAs. The dashed lines are a fit of 75K to
75K ¼ 75K0 þ 75K1 expð−Eg=kBTÞ (see text).

FIG. 6. The T and x dependencies of 1=T1 due to antiferro-
magnetic spin fluctuations. The T-independent 1=T1 indicates a
magnetic QCP.
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This result together with previous NMR [11] and Raman
[60] studies suggests that nematic fluctuations [20,61] exist
above the superconducting dome. We conclude that the
peak we observed at xc ¼ 0.032 is evidence that a nematic
QCP lies beneath the superconducting dome, where the
mass is enhanced by a factor ∼2.5 due to a band
renormalization caused by quantum nematic fluctuations.
It was theoretically shown by a Monte Carlo calculation
that a nematic quantum fluctuations can lead to an enhance-
ment of a factor ∼4 [20].
The existence of a nematic QCP seems to affect super-

conductivity of this system. In BaFe2ðAs1−xPxÞ2 where xM
and xc are too close or indistinguishable, there is a well-
defined maximum in the doping dependence of Tc. In
striking contrast, Tc of NaFe1−xCoxAs shows a weak
decrease for x ≥ 0.027, as seen in Fig. 4(b). This suggests
that nematic fluctuations play a role in enhancing the
pairing interaction. It is believed by many that super-
conductivity at the low doping region is mediated by spin
fluctuations with large momentum q. We speculate that
nematic fluctuation with q ∼ 0 helps enhance pairing
interaction as to prevent Tc from a rapid decrease for
x > 0.027 where spin fluctuations are weakened. The same
is probably true in the second dome of LaFeAsO1−xFx
(0.3 < x < 0.8), where spin fluctuations are weak but Tc is
higher than that in the first dome (0 < x < 0.25) [17]. Our
results provide strong motivations for further investigations
in this regard. Also, it would be a good future task to
investigate how the pairing symmetry changes when
nematic fluctuations are weakened at large x where Tc

decreases.
Meanwhile, in YBa2Cu3Oy, quantum oscillation shows

that the effective mass is enhanced around the optimal
doping [22], where the rotation symmetry was found to be
broken [62–64], which suggests that there also exists a
QCP with nematic character. Therefore, our results suggest
a possible link between the two different classes of the
high-Tc superconductors and will stimulate more studies
on the cuprates.
In summary, we have systematically studied the zero-T-

limit London penetration depth λ2Lð0Þ in NaFe1−xCoxAs to
diagnose the quantum critical behavior inside the super-
conducting dome. A nematic QCP is found inside the
superconducting dome at xc ¼ 0.032, which is clearly
distinguished from the magnetic QCP xM ¼ 0.027. Our
results indicate that the electron mass is enhanced near
the nematic QCP due to band renormalization by nematic
quantum fluctuations.
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